Fuzzy Maximum Scatter Discriminant Analysis in Image Segmentation
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Abstract

In this paper, a reformative scatter difference discriminant criterion (SDDC) with fuzzy set theory is studied. The scatter difference between between-class and within-class as discriminant criterion is effective to overcome the singularity problem of the within-class scatter matrix due to small sample size problem occurred in classical Fisher discriminant analysis. However, the conventional SDDC assumes the same level of relevance of each sample to the corresponding class. So, a fuzzy maximum scatter difference analysis (FMSDA) algorithm is proposed, in which the fuzzy k-nearest neighbor (FKNN) is implemented to achieve the distribution information of original samples, and this information is utilized to redefine corresponding scatter matrices which are different to the conventional SDDC and effective to extract discriminative features from overlapping (outlier) samples. Experiments conducted on FERET face databases and in image segmentation demonstrate the effectiveness of the proposed method.
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1. Introduction

It is well known that Fisher linear discriminant analysis (FLDA) is a popular and effective method for feature extraction. The basic idea of FLDA is try to find an optimal projection vectors by maximizing between-class scatter matrix and minimizing within-class scatter matrix.

However, due to face recognition frequently encountered the high dimensionality and small sample size [1][2], the classical FLDA cannot be used directly in that the within-class scatter matrix is always singular. To overcome this problem, some corresponding techniques were proposed [1][3][4][5]. The most popular method, called Fisherface, was build by Swets [6] and Belhumeur [7]. In their methods, PCA is first used to reduce the dimension of the original features space to \(N - c\), and the classical FLD is next applied to reduce the dimension to \(d(d \leq c)\). Obviously, in the process K-L transform, the small projection components have been thrown away. So some effective discriminatory information may be lost, and PCA step can’t guarantee the transformed within-class scatter matrix be not singular.

To avoid the singularity problem, Song et al. [8] proposed a method, which adopts the difference of both between-class scatter and within-class scatter as discriminant criterion, due to the inverse matrix is need not constructed, so the small sample size problem occurred in traditional Fisher discriminant analysis is in nature avoided.

However, this method was employed to dwell on binary class assignment meaning that the samples come fully assigned to the given classes, and in the real world, samples are always affected by environmental conditions (face images are affected by illumination, pose, etc.). To address this problem, we reexamine the scatter difference discriminant method and introduce fuzzy set theory to augment it. By taking advantage of the technology of fuzzy set theory, a new feature extraction method named fuzzy maximal scatter difference method is proposed in this paper. Experimental results on the FERET face database demonstrate the effectiveness of the proposed method.
The paper of the rest is organized as follows. In section 2, we review briefly maximum scatter difference criterion. In section 3, we propose the idea and describe the proposed method in detail. In section 4, experiment on FERET face database is presented to demonstrate the effectiveness of the proposed method. Conclusions are summarized in section 5.

2. Scatter Difference Discriminant Criterion

Suppose there are $C$ known pattern classes, $\omega_1, \omega_2, \cdots, \omega_C$, the between-class scatter matrix and within-class scatter matrix can be denoted as:

$$S_b = \frac{1}{M} \sum_{i=1}^{C} M_i (m_i - m_0)(m_i - m_0)^T$$  \hspace{1cm} (1)

$$S_w = \frac{1}{M} \sum_{i=1}^{C} \sum_{j=1}^{M_i} (x_{i,j} - m_i)(x_{i,j} - m_i)^T$$  \hspace{1cm} (2)

Where $M$ is the total number of training samples, and $M_i$ is the number of training samples in class $i$. In class $i$, the $j$-th training sample is denoted by $x_{i,j}$, the mean vector of training samples in class $i$ is denoted by $m_i$ and the mean vector of all training samples is $m_0$.

From the classical Fisher criterion function [3], we know that when the ratio of the between-class scatter and the within-class scatter is maximized, the samples can be separated easily. In this paper, a scatter difference based discriminant rule is defined as follows [8]:

$$J_d(w) = w^T S_b w - B \cdot w^T S_w w = w^T (S_b - B \cdot S_w) w$$  \hspace{1cm} (3)

Where $B$ is a nonnegative constant to balance $S_b$ and $S_w$. By the property of the extreme value of generalized Rayleigh quotient [9], the optimal solution set maximizing (3) are the eigenvectors $w_1, w_2, \cdots, w_k$ corresponding to the first $k$ largest eigenvalues $\lambda_1, \lambda_2, \cdots, \lambda_k$, i.e.,

$$(S_b - B \cdot S_w) w_j = \lambda_j w_j$$

where $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k$.

Comparing the Maximum Scatter Difference (MSD) criterion with the classical Fisher discriminant criterion, we find that the former avoids calculation of the inverse within-class scatter, i.e., $S_w^{-1} S_b$ is substituted by $S_b - B \cdot S_w$, this can not only make computationally more efficient but also avoid the singular problem of the within-class scatter.

3. Fuzzy Maximum Scatter Difference (FMSD) Criterion

3.1 Fuzzy K-nearest Neighbor Algorithm

Fuzzy set theory is the generalization of the classical set theory, and fuzzy pattern recognition is that the fuzzy logic method is introduced to solve the classical pattern recognition problem.

In this paper, FKNN algorithm [10] is adopted to calculate fuzzy membership degree and then which is used to calculate each class center. Suppose there are $C$ known pattern classes, and $M$ training samples, let

$$U = \{\mu_{ij}\}, \ i = 1, 2, \cdots, C, \ j = 1, 2, \cdots, M$$

where $\mu_{ij}$ indicates the degree that
the \( j \) th sample belongs to class \( i \). Thus with the FKNN algorithm, the following provides the algorithm of computations of the fuzzy membership degrees \( (\mu_{ij}) \):

Step 1: Compute the Euclidean distance matrix between any pair of feature vectors in the training samples set.

Step 2: Set diagonal elements (Euclidean distances of samples and themselves, which equal to zeroes) of the Euclidean distance matrix to infinity.

Step 3: Sort the distance matrix (treat each of its columns separately) in an ascending order. Collect the corresponding class labels of the patterns located in the closest \( k \)-neighborhood.

Step 4: Compute the membership degree of the samples using Eq. (4).

\[
\mu_{ij} = \begin{cases} 
0.51 + 0.49(n_{ij} / k), & \text{if the } j \text{th sample belongs to class } i \\
0.49(n_{ij} / k), & \text{otherwise} 
\end{cases}
\]  

(4)

Where \( n_{ij} \) stands for the number of the neighbors of the \( j \) th pattern that belong to the class \( i \).

After obtaining the fuzzy membership degrees \( (\mu_{ij}) \), and then we can adjust each class center using Eq. (5).

\[
\omega_i = \sum_{j=1}^{M} \mu_{ij} x_j \\
\sum_{j=1}^{M} \mu_{ij}
\]  

(5)

Thus we also get the corresponding class center matrix \( \omega = [\omega_i] \), \( i = 1, 2, \cdots, C \).

3.2 The Proposed Method (FMSD)

How to make full use of distribution information of the training samples is the key step of our method. We first calculated the fuzzy membership degree and the new center of each class with FKNN algorithm, and redefined the samples’ scatter matrices, then, we can use these redefined scatter matrices to design an MSD algorithm, called FMSD.

In the redefinition of the between-class scatter matrix, we considered that a class which is far from the total center will have more contribution to classification, while in the redefinition of the fuzzy within-class scatter matrix, samples that are more close to the class center have more contributions to classification, so the membership degree of each sample are considered in the redefinition of the corresponding fuzzy scatter matrices, and the fuzzy between-class scatter matrix, the fuzzy within-class scatter matrix and the fuzzy total scatter matrix are defined as follows.

\[
FS_B = \sum_{i=1}^{C} \left[ 1 - \sum_{y_j \in \omega_i} \mu_{ij} \sum_{j=1}^{M} \mu_{ij} (\omega_i - \bar{y})(\omega_i - \bar{y})^T \right]
\]  

(6)

\[
FS_W = \sum_{i=1}^{C} \sum_{y_j \in \omega_i} \mu_{ij} (y_j - \omega_i)(y_j - \omega_i)^T
\]  

(7)
Where $\bar{y}$ is the mean of all training samples, and $P$ is a constant value that determines how heavily the fuzzy membership degree is weighted when calculating each scatter matrix. From the aforementioned equations (3), (6) and (7), we can obtain the fuzzy scatter difference discriminant criterion described as Eq. (8).

$$J_{FD}(w) = w^T FS_b w - B \cdot w^T FS_w w = w^T (FS_b - B \cdot FS_w) w$$

Then the optimal discriminant eigenvectors matrix can be calculated with the eigensystem.

$$(FS_b - B \cdot FS_w) w = \lambda w$$

After obtaining the projection axes, we can form the following linear transform for a given sample $x_i$.

$$f_i = W_F^T \cdot x_i$$

The feature vector $f_i$ is used to represent the sample $x_i$ for recognition purposes. In summary of the preceding description, the proposed algorithm is described as follows.

Step 1: Calculate the fuzzy membership degree matrix $U$ and the new class center matrix $\omega'$ of training samples using Eqs. (4), and (5) respectively.

Step 2: Calculate the fuzzy between-class scatter matrix $FS_b$, and fuzzy within-class scatter matrix $FS_w$ using Eqs. (6), and (7) respectively.

Step 3: Calculate the transformation matrix $W_F$ of the proposed algorithm using Eq. (9), and project all the samples onto the $W_F$, then obtain the projection coefficients (feature vectors) $F = W_F^T \cdot X$.

Step 4: Classify the projection coefficients.

4. Experiments and Results

4.1 Experiments Using FERET Database

The proposed method was tested on a subset of the FERET database. This subset includes 1,400 images of 200 persons (each person has seven images), which involves variations in facial expression, illumination, and pose. In our experiment, the facial portion of each original image is cropped automatically based on the location of eyes and resized to 40*40 pixels and without histogram equalization. Some facial portion images of one person are shown in Fig.1.
Table 1. The mean and standard deviation of recognition rates (%) of PCA, LDA, MSD, Fuzzy LDA, and the proposed method (Fuzzy MSD) on the FERET database under the nearest neighbor (NN) classifiers and the minimal distance (MD) classifiers with Cosine distance and Euclidean distance when the three samples \((i, i+1, i+2)\) per class are used for training.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Euclidean</th>
<th>Cosine</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MD</td>
<td>NN</td>
</tr>
<tr>
<td>PCA</td>
<td>42.04 ± 9.96</td>
<td>52.75 ± 7.94</td>
</tr>
<tr>
<td>LDA</td>
<td>49.57 ± 11.45</td>
<td>44.29 ± 10.81</td>
</tr>
<tr>
<td>MSD</td>
<td>49.52 ± 10.22</td>
<td>55.79 ± 8.63</td>
</tr>
<tr>
<td>Fuzzy LDA</td>
<td>51.45 ± 9.8</td>
<td>45.07 ± 8.58</td>
</tr>
<tr>
<td>Fuzzy MSD</td>
<td>57.91 ± 8.54</td>
<td>55.95 ± 8.11</td>
</tr>
</tbody>
</table>

To evaluate the recognition performance of the proposed method, we run the system 7 times. In each time, three images per class are selected for training and the rest four images are used for testing, thus the training samples number is 600 and the testing samples number is 800. In the \(i\)-th test, the training samples are \(i, i+1, i+2\) per class, respectively. (When \(i+1\) and \(i+2\) are larger than 7, then substitute \(7\) for them). In the experiment, PCA, LDA, MSD, Fuzzy LDA, and the proposed method (Fuzzy MSD) are used for feature extraction. Finally, the nearest neighbor (NN) classifiers and the minimal distance (MD) classifiers with Euclidean distance and cosine distance are, respectively, employed for classification. The average recognition rates and standard deviations \((\text{std})\) across 7 runs of each method and their corresponding dimension are shown in Table 1.

From Table 1, we can see that Fuzzy method improves the performance of the MSD method markedly under the minimal distance classifiers with Euclidean distance. While under the nearest neighbor classifier, no matter what distance (Euclidean distance and Cosine distance) is adopted, the performance of the Fuzzy MSD is not improved on the whole. Why this happens? As we know, the fuzzy method changes the distribution of the samples, but which does not change the class of the samples. When classification with the minimal distance classifier, we calculate the distance between test sample and the fuzzy class centers, so the performance is improved.

4.2 Image Segmentation Experiments

In this paper, select the literature [11] in the grayscale image library (a total of 100 images) as a test set of images, these images usually have a prominent target and the background is complex, inconsistent and so the target gray level, which makes the general image segmentation difficult to get ideal segmentation algorithm.

We first need to initialize the image with the evolution of the C-V module, due to the location of the target can not be determined, the initial profile is taken as the edge of the whole image, the number of iterations to 600, and the results shown in Figure 3(a) and Figure 3(b) in the first line. Figure 3(a) and (b) in the second line to the fourth act with significance analysis of the C-V module, the second act of the original image, the second of the corresponding saliency map based on the initial outline of the evolution of the fourth line shows the final result. Figure 3(a) the evolution from the initial outline of the results to the optimal number of iteration steps required as follows: 80,70,140,80, Figure 3(b) the evolution from the initial outline of the results to the optimal iterative step required number as follows: 120,100,340,100, are considerably less than 600 times.

Can be found using traditional active contour model is not only required more iteration steps (600), and the evolution of the results did not converge to the target edge trend that evolution is not ideal. The combination of a significant figure, limited to the initial contour near the target, but also reduces the evolution starting from the whole image background texture and other information on the evolution of interference. Experiments show that, after significant initialization, the only well below the 600 iterations, C-V model can get very precise target contours.
Figure 3. Image Segmentation on different method

In Figure 4, shows more experimental results.

Figure 4. more image segmentation experimental results
5. Conclusions and Future Work

In this paper, a new subspace method, fuzzy maximal scatter difference (FMSD) discriminant criterion, is proposed to extract features from samples, especially from overlapping (outlier) samples. This algorithm is based on conventional maximal scatter difference method, which can avoid the singularity problem of the within-class scatter matrix due to small sample size problem occurred in classical Fisher discriminant analysis. Furthermore, the overlapping (outlier) samples’ distribution information is incorporated in the redefinition of corresponding scatter matrices, which is important for classification. The experiments are conducted on a subset of FERET database with several feature extraction methods and the proposed method; the experiment results indicate that the proposed method has better recognition rate, it is shown that the accuracy can be further improved by combining Fuzzy set theory and MSD together.
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